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Abstract of the contribution: This contribution proposes a new Key Issue for FunctionalityTraining Function and Inference Function Separation from NWDAF in FS_eNA_Ph2.
1 Discussion
This contribution is related to the WT#1.1 i.e. Multiple NWDAF Instances and the WT#7 i.e. Interaction between NWDAF and AI Model&Training Service in the FS_eNA_Ph2 Work Tasks.
The NWDAF architecture in Release 16 integrates both the multiple functions, such as Data Lake, AI Training Function (including Model Training, AI Model Repository, etc.) and the AI Inference Function (including Model Deployment, Model Application, Model Management, etc.). 
There could be various other options for NWDAF functional split. When NWDAF functional split is defined then, it may be possible to evaluate if 3GPP defined interfaces are required between the components. 
HoweverFor example, on one hand, AI Training generally takes a long time and can be resource heavy and requires dedicated hardware e.g. GPU, while AI Inference on new data is comparatively easy. On the other hand, developing a complicated AI model for one specific task requires expertise from an experienced data/AI scientist, which Training Platform usually can provide, while the AI Inference comparatively cannot provide.
In fact, the Operators that have multiple sub-networks in multiple regions have already deployed the unified Training Platform shared by these sub-networks. Because the unified platform enables data fusion of multiple subnets, sharing hardware and software costs and AI model development costs. In case of the AI Inference, it could be deployed in a distributed manner in these sub-networks.
 [image: ]
Figure 1: Potential NWDAF Architecture in Release 17
As shown in Figure 1, in Release 17, the Training Function could be separated from the R16 NWDAF and deployed in a centralized manner i.e. the Training Platform, while the Inference Function could be maintained in the R16 NWDAF. 
Please note that a lightweight Model Training Function may be also maintained in the R17 NWDAF to support local model training without expertise from an experienced data/AI scientist, while the heavyweight Model Training Function in the Training Platform will globally provide massive data storage and model training.
Based on the discussion above, it is proposed a new key issue to investigate how to separate the Training Function and Inference Functionfunctionalities from NWDAF.
2 Proposal
This paper propose a new key issue for Functionality Training Function and Inference Function Separation from NWDAF.
[bookmark: _Toc517103917][bookmark: _Toc523985075]* * * Start of Change (new text) * * * *
[bookmark: _Toc533000023]5.X	Key Issue #: Functionality Training Function and Inference Function Separation from NWDAF
[bookmark: _Toc533000024]5.X.1	Description
The NWDAF architecture in Release 16 integrates both multiple functions, such as Data Lake, the AI Training Function (including Model Training, AI Model Repository, etc.) and the AI Inference Function (including Model Deployment, Model Application, Model Management, etc.).
There could be various other options for NWDAF functional split. When NWDAF functional split is defined then, it may be possible to evaluate if 3GPP defined interfaces are required between the components. 
HoweverFor example, on one hand, AI Training generally takes a long time and can be resource heavy and requires dedicated hardware e.g. GPU, while AI Inference on new data is comparatively easy. On the other hand, developing a complicated AI model for one specific task requires expertise from an experienced data/AI scientist, which Training Platform usually can provide, while the AI Inference comparatively cannot provide.
In fact, the Operators that have multiple sub-networks in multiple regions have already deployed the unified Training Platform shared by these sub-networks. Because the unified platform enables data fusion of multiple subnets, sharing hardware and software costs and AI model development costs. In case of the AI Inference, it could be deployed in a distributed manner in these sub-networks.
In Release 17, the Training Function could be separated from the R16 NWDAF and deployed in a centralized manner i.e. the Training Platform, while the Inference Function could be maintained in the R16 NWDAF. 
Please note that a lightweight Model Training Function may be also maintained in the R17 NWDAF to help locally model training, while the heavyweight Model Training Function in the Training Platform will globally provide massive data storage and model training.
In this key issue, to support the Training Function and Inference Function separation from NWDAF, the following mechanisms need to be studied:
-	Study possible NWDAF functional split and what functionality defined in TS 23.501 is separated in a different NF, e.g., Data Lake, Training Platform and Inference Platform separation from NWDAF.
-	Study how to interact among the separated functionalities, together with the current NFs:
-	How a Training Platform registers in the NRF?
-	How an Inference Function discovers a suitable Training Platform?
-	How the Inference Function requests or subscribes a model from the selected Training Platform?
-	How to manage the AI Model trained by the Training Platform?
-	Study if it would be beneficial to have standard based interfaces between different NFs result of the NWDAF functional split.
-	Study deployment options for multiple NWDAFs to coexist in an efficient manner.

5.X.2	Requirement
NRF should receive and store the Training Platform profile from the Training Platform.
Inference Platform or Training Platform should be able to manage the trained AI Model.
* * * End of Changes * * * *
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